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ABSTRACT
One of the most solid generalizations of transmission genetics is that the phenotypic variance of

populations carrying a major mutation is increased relative to the wild type. At least some part of this
higher variance is genetic and due to release of previously hidden variation. Similarly, stressful environments
also lead to the expression of hidden variation. These two observations have been considered as evidence
that the wild type has evolved robustness against genetic variation, i.e., genetic canalization. In this article
we present a general model for the interaction of a major mutation or a novel environment with the
additive genetic basis of a quantitative character under stabilizing selection. We introduce an approximation
to the genetic variance in mutation-selection-drift balance that includes the previously used stochastic
Gaussian and house-of-cards approximations as limiting cases. We then show that the release of hidden
genetic variation is a generic property of models with epistasis or genotype-environment interaction,
regardless of whether the wild-type genotype is canalized or not. As a consequence, the additive genetic
variance increases upon a change in the environment or the genetic background even if the mutant
character state is as robust as the wild-type character. Estimates show that this predicted increase can be
considerable, in particular in large populations and if there are conditionally neutral alleles at the loci
underlying the trait. A brief review of the relevant literature suggests that the assumptions of this model
are likely to be generic for polygenic traits. We conclude that the release of hidden genetic variance due
to a major mutation or environmental stress does not demonstrate canalization of the wild-type genotype.

THE idea that wild-type genotypes are mutationally robustness or canalization. Subsequent theoretical work
showed, however, that the evolution of genetic robust-robust, i.e., buffered against the effect of mutations,
ness, while possible, requires special assumptions andgoes back to Waddington (1957), who originally intro-
is often observed in population genetic models (Wagnerduced the concept as canalization. Waddington gave a
et al. 1997; Hermisson et al. 2003). Considering the appar-simple, intuitive argument why wild types should evolve
ent empirical evidence, this has been perceived as a “dis-buffering: For a well-adapted trait almost all mutations
continuity between theory and experiment” (Gibson andwith an effect on this trait are deleterious. For this rea-
Wagner 2000).son, any modifier that reduces the effect of mutations

Since genetic variance and the mutational variabilityand thus keeps the trait closer to its optimum should
of phenotypes underlie all Darwinian evolution, thebe selected. Waddington’s intuition was backed by a
finding that variability itself depends on the genotypeseries of impressive experiments, following his own work
and can evolve could have important implications for(cf. Scharloo 1991). The starting point is the common
tempo and mode of the evolutionary process. In particu-observation of an increased phenotypic variance in pop-
lar, if variability is itself adaptive, evolution actively formsulations that carry a major mutation or are exposed
and influences its own course. Evolution could modu-to environmental stresses. The experiments show that
late the adaptive process in two ways. The first possibilitymuch of the added variance is genetic (since it responds
is the differential production of new variance. A well-to artificial selection) and based on unexpressed (hid-
known example is the accumulation of mutator strainsden) variation already present in the base population
in bacteria in times of environmental stress (Sniegow-(since inbred lines show no selection response after a
ski et al. 2000). The second way is through bufferingsimilar treatment). The increase in the genetic variance
and the differential exposure of genetic variation tois then interpreted as evidence for reduced variability
selection. In this case, evolvability is modulated by hide-of the wild type with respect to mutations, hence genetic
and-release of genetic variation that is present in the
population. As demonstarted most clearly by the above-
mentioned experiments, there is indeed ample evidence
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Given these observations, a lot of work has been de- change can affect the trait in two ways. On the one
hand, it can alter the trait mean and/or the trait opti-voted to the question of how a genetic system could

accomplish the storing of variation, as well as its targeted mum, thereby creating directional selection pressure.
On the other hand, it can also lead to transient or perma-exposure (Eshel and Matessi 1998; Rutherford and

Lindquist 1998; Hansen et al. 2000; Masel and Berg- nent changes in the genetic variance and mutational
variability properties of the trait, thereby affecting theman 2003; Rutherford 2003; see also Wagner and

Altenberg 1996; Gerhart and Kirschner 1998; de ability of the population to respond to selection. The
latter is a consequence of epistasis or G � E, which bothVisser et al. 2003; Rutherford 2003 for reviews). Usu-

ally, the storing capacity is thought to be connected to lead to changes in the effects of new and segregating
mutations. In our model this is included as a changea special mechanism that provides buffering of the wild

population with respect to the effects of naturally oc- of the locus variances vi. We refer to the conditions
before and after the change as “old” and “new,” respec-curring mutations. The release of variation then follows

from the breakdown of this mechanism under certain tively, and use labels o and n (e.g., vo,i and vn,i) to distin-
guish both cases. For genetic changes, old representscircumstances.
the wild-type genetic background and new a mutantIn this note we point out that the evolution of such
background. Some of the vo,i or vn,i may also be zero.a buffering mechanism is not needed to obtain an in-
The sum in Equation 1 runs over the variational basiscrease of expressed genetic variation after an environ-
of the trait, which we define as the collection of allmental or genetic change. The potential to release hid-
polymorphic loci that affect the trait under either oldden variation is a generic property of a genetic system
or new conditions. Loci may be gene loci or adequatelyunder two conditions: (1) a population in or near muta-
chosen smaller units. In averages over replicates, differ-tion-selection (and drift) balance and (2) epistasis or
ent loci are assumed to be statistically independent (i.e.,gene-environment interactions (G � E). The increase
we ignore linkage disequilibria due to selection).in variation can be considerable even if the character

In the following, we analyze the relation between twostate under the changed conditions is no more—or even
quantities before and directly after the environmentalless—canalized than the wild type. There are two conse-
or genetic change: the (additive) genetic variance VG asquences of this finding. On the one hand, there is no
a measure of the adaptive potential (evolvability) andneed to demonstrate canalization of the wild type in
the mutational variance VM as a measure of the sensitivityarguments about a potential evolutionary role of hidden
of the trait with respect to natural mutations (its variabil-variation. On the other hand, the result shows that the
ity, sensu Wagner and Altenberg 1996). For given locusobservation of hidden variation is not sufficient to imply
variances, the mutational variance under old and newcanalization of the wild type. As a consequence, we argue
conditions is defined asthat the classic experiments demonstrating hidden vari-

ation do not provide convincing evidence for muta-
V (o/n)

M � 2�
m

i�1

V (o/n)
M,i � 2�

m

i�1

uivo/n,i � 2m �uvo/n �. (2)tional robustness.

Here and in the following, the angle brackets denote the
average over the m loci that contribute to the variationalMODEL AND RESULTS
basis of the trait. For given mutation rates ui, low VM

Consider a polygenic trait with genotypic value defines a state of relative mutational robustness or genetic
canalization (Wagner et al. 1997; de Visser et al. 2003).

x � x0 � �
m

i�1

√vi(yi � y*i ). (1) Assuming linkage equilibrium, the expected genetic
variance (average over replicates or over time) under

In this expression, x0 is the wild-type genotypic value old conditions follows as
and √viyi (respectively √viy*i ) are the effects of single-

V (o)
G � 2�

m

i�1

V(ui , vo,i) � 2m�V(u, vo)�, (3)locus substitutions of maternal (paternal) alleles. Both
yi (y*i ) and vi � 0 are taken from a continuum of values.
Mutations at these loci occur at rate ui and add a random where V(ui, vo,i) is the expected genetic variance at a
increment di to yi (y*i ). The distribution of the di is haploid locus (with mutation rate ui and variance vo,i).
normalized to unit variance and is assumed to have zero For the genetic variance directly after the change in the
mean. This makes vi the variance of mutational effects genetic background or the environmental conditions
on the ith locus, for brevity called the ith locus variance. we assume that the variance of the standing genetic
The model assumes no sex differences, no dominance, variation at each locus is changed by the same factor as
and also neglects epistatic effects among segregating the variance of new mutations. This is true, in particular,
alleles. if all allelic effects at the same locus are rescaled by a

We are interested in the impact of a “major” change single factor as in the multilinear model of Hansen and
in the genetic background or in the ecological condi- Wagner (2001). (While we need this assumption to

keep the model tractable, note that reshuffling of allelictions on the statistical properties of the trait. Such a
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effects within loci would add to the effect of reshuffling
effects among loci, which is what we focus on in this
article. The assumption is therefore conservative with
respect to our results.) We then obtain

V (n)
G � 2�

m

i�1

vn,i

vo,i
V(ui , vo,i) � 2m �vn

vo
V(u, vo)� (4)

(the ratio of the locus variances, vn,i/vo,i , corresponds
to the squared epistasis factor in Hansen and Wagner
2001). Figure 1.—Different types of interactions in a schematic

reaction-norm picture. Average (standard mean) allelic effectsWe define the following dimensionless measures for
at various loci under “old” and “new” conditions (change ofthe impact of the environmental or genetic change on
the environment or the genetic background) are shown. Left,VG and VM,
�i � 0 and � � 0 leading to a one-sided spread of lines
(canalization scenario). Right, �i � 0 and � � 0 leading to

�G :�
V (n)

G � V (o)
G

V (o)
G

and �M :�
V (n)

M � V (o)
M

V (o)
M

. (5) line crossing (variable interaction scenario).

�G is the coefficient of hidden variation. It measures the
where � � �1 and �i � [0, 1] are interaction parame-amount of newly released genetic variation relative to
ters, �i � 0 � � corresponding to additivity. vr,i is athe genetic variation that is expressed on the phenotype
random variable that is independent of vo,i, normalizedunder the old conditions, i.e., the relative change in
such that �vr� � �vo�. Parameters �i are assumed indepen-evolvability. �M is the canalization coefficient. It measures
dent of vo,i and vr,i. The different types of interactionsthe relative change in the mutational variability. �M �
that are defined by the parameters �i and � correspond0 indicates that the population under the old conditions
to clearly distinguishable scenarios. (1 � �) acts as ais mutationally robust (canalized). If the distributions
uniform scaling factor of allelic effects across loci (andof mutation rates and locus variances are independent
hence of the locus variances). In a reaction-norm pic-(which we assume in the following), �G and �M are
ture of interactions, �i � 0 and � � 0 corresponds torelated according to
a one-sided spread of lines. The �i collectively parame-
terize the randomization due to epistasis or G � E, i.e.,�G � �M � (1 � �M)Cov� vo

�vo�
�

vn

�vn �
,

V(u, vo)/�V(u, vo)�
vo /�vo � �;

all changes that lead to a reduced correlation of old
(6) and new locus variances. �i � 0 and � � 0 means that

allelic effects do not change on average, but changesee the appendix for a derivation and discussion of
relative to each other across loci. The typical pattern ofgeneral cases. All averages and the covariance are with
this type of interaction in a reaction-norm picture arerespect to the distribution of the mutation rates ui and
line crossings, see Figure 1 (cf. also Gibson and vanvariances vo,i and vn,i across the loci.
Helden 1997, their Figure 1).We can distinguish three contributions to �G. The

Inserting (7) into (4) and (6), we find �M � � andfirst is the change in the mutational variability �M. This
term contributes to the hidden variation whenever the

�G � � � (1 � �)�
Cov[vo, V(u, vo)/vo]

�V(u, vo)�
. (8)population under the old conditions is canalized. The

second contribution is the (negative) covariance in
Equation 6, �Cov[. . .], which we analyze in detail in � :� ��� is the mean (over loci) of the interaction param-
the following section. Since this term does not vanish eters �i. We thus see that the canalization coefficient is
for �M � 0, it captures the change in expressed variation affected only by �, but independent of the �i. Further,
if the population is not particularly robust under the the covariance term in Equation 6 depends only on a
old conditions. Finally, there is an interaction term that single composite-interaction parameter ���, but is inde-
is given by the product of the canalization coefficient pendent of � or further details of epistasis or G � E
and the covariance, ��MCov[. . .]. that are parameterized by the �i. In terms of the statistics

The release of hidden variation in epistatic systems: of the old and new locus variances, this composite pa-
Values of �G and �M that deviate from zero are the rameter can be expressed as
consequence of epistatis or G � E. To understand how
different types of interactions influence these quanti- � � 1 �

CV[vn]
CV[vo]

Corr[vn , vo]. (9)
ties, we introduce an explicit model for the effect of
interactions on the locus variances. Assume the vari-

(This equation is proved by inserting Equation 7 for vnances after the environmental or genetic change are
and using the independence of the vo,i and vr,i.) We seerelated to the variances before the change as
that two factors contribute �: The parameter increases
if the correlation among old and new locus variancesvn,i � (1 � �)((1 � �i)vo,i � �ivr,i), (7)
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is small and if the genetic architecture of the trait is more As discussed in the appendix, this expression interpo-
lates between the three approximations above. It alsoinhomogeneous under old than under new conditions

(i.e., the coefficient of variation, CV, decreases upon reproduces the well-known stochastic house of cards
and the stochastic Gaussian approximations in the re-the change). In accordance with this interpretation of

the interaction parameters, we call the case of � � spective limits (i.e., if u → 0, respectively svN e 	 1 	
uN e). We therefore call Equation 14 the stochastic house0, � � 0 the canalization scenario (� � 0 and � 
 0

corresponding to increased and reduced canalization of Gauss (SHG) approximation. Taking the derivative
with respect to v, it may readily be shown that, accord-of the wild type) and the case of � � 0, � � 0 the

variable interaction scenario of the trait architecture. ing to the SHG approximation, the ratio V(u, v)/v in-
deed strictly decreases with v for arbitrary values of s,We now proceed to analyze the covariance term in

(8), which is the sole contribution to the hidden varia- u, and Ne.
We conclude that for a trait in the balance of muta-tion coefficient in the variable interaction scenario. The

sign of this term depends on the functional dependence tion, stabilizing selection, and drift, hidden variation is
released after an environmental or genetic change evenof V(u, vo) (the contribution of haploid loci to the ge-

netic variance under the old conditions) on the locus if the population is originally not canalized (variable
interaction scenario). This holds independently of the dis-variance vo. If the ratio V(u, vo)/vo decreases with vo

(over the range of the distribution), the covariance term tributions of mutational effects or mutation rates, under
the sole condition that (some of) the locus varianceswill be negative, and the contribution to �G positive, and

vice versa. We investigate this functional dependence in change due to epistasis or G � E (� � 0). We can give
an interpretation of this result by noting that v and V(u,the balance of mutation, drift, and stabilizing selection

on the trait. We assume weak stabilizing viability selec- v)/v in Equation 8 are measures for the mean-squared
effect of a mutation at a given locus and its frequency intion with a quadratic fitness function,
the equilibrium population. The expression of hidden

W � W0 � sx 2, (10) variation is then the consequence of the following three-
step argument: (1) For a well-adapted trait under stabi-where s measures the strength of selection. Since we
lizing selection, almost all mutations are deleterious orassume linkage equilibrium, the genetic variance of the
neutral; (2) selection leads to a negative correlation oftrait VG is determined by the genetic variances of the
mutational effects on the phenotype and the frequencyhaploid loci V(u, v) via Equation 3 (we drop the index
of the mutant allele in the equilibrium populationo in this paragraph).
(stronger deleterious mutants are kept at lower fre-There are three standard approximations for V(u, v)
quency); and (3) a change in the environmental condi-under stabilizing selection, which are valid in different
tions or in the genetic background partly removes thisparameter regions (Bürger 2000). These are the neu-
negative correlation, and hidden variation is revealed.tral approximation

Our analytical results use the assumption of linkage
V(u, v) � N euv, (11) equilibrium among loci. However, negative covariances

among loci that result from stabilizing selection shouldwhich holds whenever selection can be neglected rela-
only make the effect stronger. It is well known thattive to drift (svN e 	 min{1, 1/(uN e)}); the Gaussian
considerable amounts of genetic variation can be hid-approximation,
den in negative linkage disequilibria (Lynch and Gab-
riel 1983). If there is any reshuffling of the favorableV(u, v) � √uv/(2s), (12)
and disfavorable effects of allele combinations after an

which is adequate if uN e � svN e � 1/(uN e); and the environmental change, this will add to the released vari-
house-of-cards approximation, ation in a similar way to that described above for the

reshuffling of locus effects.V(u, v) � u/s, (13)
Quantitative estimate of the released variation: For a

which is the leading-order term for strong selection, quantitative estimate of the hidden variation coefficient
svN e � max{1, uN e}. We see from these relations that �G, we need to make specific assumptions on the dis-
V(u, v) increases less than linearly with v whenever tribution of locus variances. While no direct data are
selection plays a role. To cover the entire parameter available, circumstantial evidence suggests a leptokurtic
range and for an estimate of �G in a trait with unequal (L-shaped) distribution. This evidence comes from two
locus effects, it is helpful to incorporate these approxi- directions. A strong leptokurcy is usually found for the
mations into a single analytical expression. This is ac- distribution of the effects of new mutations on a quanti-
complished by the following form, which is derived in tative trait (Garcia-Dorado et al. 1999). This trend
the appendix: could still be due to L-shaped distributions at single loci,

rather then due to differences in the effects among loci.
V(u, v) � v

svN e � 1
4svN e

	
1 � 2
svN e · 4uN e

(svN e � 1)2
� 1�. (14) But at least for a special type of mutations—knock-outs

of entire genes—huge differences in the effects among
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values from �G/� � 1.6 for q � 1 to �G/� � 11.4 for
q � 0.2. In large populations, Ne � 106, these values
increase to 3.7 for q � 1, and to 258.7 for a more strongly
leptokurtic distribution with q � 0.2. �G increases with
stronger selection s and lower mutation rates u, but the
effect of both parameters is only moderate.

For �M � 0, hidden variation is directly proportional
to the composite interaction parameter, �G � �. For
the general model, Equation 9 identifies two factors that
determine �. If we assume equal variational properties
before and after the change (and thus CV[vn] �
CV[vo]), 1 � � is just the correlation among locus vari-
ances. As for the distribution of locus variances, there is
again only indirect empirical evidence for this quantity.

Figure 2.—The hidden variation coefficient �G, in units The correlation of the effects of new mutations on fit-of the epistasis parameter �, as a function of the effective
ness across five different environments has been mea-population size. The three curves correspond to increasing
sured by Fry et al. (1996) using bottleneck lines ofleptokurcy of the distribution of the locus variances vo, with

shape parameters q � 0.2, q � 0.5, and q � 1. The parameters Drosophila melanogaster. Strong line crossing is observed,
for mutation rates and the average selection strength are u � with cross-environmental correlations ranging from 0.5
10�5 and s �vo� � 1/800. For the strongly L-shaped distribution to 0.93 with a mean of 0.75. Similarly, Gibson and vanwith q � 0.2, the values of 56.0� and 258.7� are reached for

Helden (1997) measured the haltere size in 29 isogenicNe � 105 and Ne � 106, respectively.
lines with and without a mutant Ubx allele. A very low
correlation (0.41 in males and 0.18 in females) is found.

loci are well documented. Further evidence comes from From these estimates, a value of 1 � � � 0.9 for the
quantitative trait loci (QTL) analyses, which generally correlation among locus variances (i.e., �  0.1) appears
find a leptokurtic distribution of effects (e.g., Dilda and realistic.
Mackay 2002). Consequently, it has previously been For a better qualitative understanding of these results,
suggested that a single-sided gamma distribution is an we consider a simplified distribution for vo that allows
appropriate choice for a model distribution (Welch for a complete analytical treatment. This distribution
and Waxman 2002). Following this suggestion, we consists of two parts, a uniform distribution (up to a
choose maximum value depending on the choice of �vo �) and

a percentage p 
 1 of loci that are neutral, vo � 0,
�q(vo) �

vq�1
o exp(�qvo/�vo�)

�(q)(�vo �/q)q
, (15) under the old conditions. Derivations are given in the

appendix. The results show that the variance increase
can be estimated aswhich is the single-sided Gamma distribution with mean

�vo � and shape parameter q. �(q) denotes the Gamma
�G � ��0 � p�s �vo �Ne . (16)

function. The distribution has a maximum at vo � 0 for
q � 1 and is increasingly L-shaped with smaller q, 0 
 ��0 is the released variation for a uniform distribution

(with p � 0). �0 takes values between 1 and 2 for popula-q 
 1. Different choices for the distribution of locus
mutation rates ui (uniform, exponential, Gamma) had tion sizes from 104 to 106 and mutation and selection

parameters as given above. For an epistasis parameter � �only very minor effects on our results. The numbers
below are for uniform mutation rates, ui � u. We con- 0.1 this corresponds to an increase in VG by up to 20%.

The far bigger effect on �G, however, comes from thecentrate on the transition between equivalent points in
genotype space. This means that the variational proper- conditionally neutral loci that are not under selection

under the old conditions, but are expressed after theties of the genetic architecture before and after the
environmental or genetic change are kept constant; in change. Conditionally neutral loci typically do not refer

to whole genes, but to a subset of alleles at a gene locusparticular, there is no canalization, �M � 0. This can be
seen as a null-model approach, assuming no special (see discussion). Note that these loci are in linkage

equilibrium with all other loci (in averages over repli-(evolved) properties of the genetic architecture in the
ancestral population. cates or time) as assumed in our model. This holds true

even if they are tightly linked to some other loci thatFigure 2 shows the dependence of �G on population
size and the shape parameter q of the Gamma distribu- contribute to the trait, since they are originally not un-

der selection (we assume that the effective populationtion. Both parameters have a strong effect. In small
populations with Ne � 1000, and for commonly used size Ne accounts for the effects of background selection).

The second term in Equation 16 is proportional to thevalues of the selection strength, s �vo � � 1/800 and the
mutation rate u � 10�5 (cf. Turelli 1984; Lynch and percentage p� of loci that are added to the variational

basis of the trait upon the change, i.e., that are neutralWalsh 1998; Welch and Waxman 2002), we obtain
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under the old conditions, but under selection afterward.
For m loci in the variational basis, p� is a multiple of
1/m. It is also proportional to the effective population
size Ne and to sv, which is the average effect on fitness
of a mutation at a conditionally neutral locus under the
new conditions. (In Equation 16 the latter is assumed
to be equal to the average effect on fitness across all
loci under the old conditions, s �vo�.) The result shows
that for large populations even a single conditionally
neutral locus can contribute a large amount of hidden
variation. This can be seen from the following rule of
thumb that directly follows from Equation 16: For a
population with effective size Ne � 106, a single locus
out of 100 that is shifted from (near) zero effect to a

Figure 3.—Reduction factor rf for the contribution of con-strong effect (sv � 1/100) leads to a �100-fold increase ditionally neutral loci to the hidden variation if the system
in VG. changes to conditions that are not altogether new, but just

This shows that in large populations a mere reshuf- rare with frequency f. rf is shown as a function of log10(sef) �
log10(Nesvf) for three values of � � 4Neu, 0.2, 2, and 20 (topfling of locus effects can explain virtually any increase
to bottom).of VG. A crucial condition for this result is that truly

conditionally neutral alleles exist. These alleles must
not have been under selection for a sufficiently long

where se � Nesv and � � 4Neu are the effective selectiontime for genetic variation to accumulate. In the follow-
strength and mutation rates. A graph of rf as a functioning section, we discuss how these results change if alleles
of se f for different values of � is shown in Figure 3.are not strictly neutral prior to the change of the envi-

Qualitatively, we find that the contribution of condi-ronment or the genetic background, but are exposed to
tionally neutral loci to �G is not large (as comparedselection in rare environments or genetic backgrounds.
to other loci) as long as the frequency of the “rare”Rare environments: So far, we have assumed that the
environment is f � 10/se � 10/(Nesv). For f 	 1/changed environmental conditions are novel to the pop-
(10Nesv), rf → 1 and we recover the results for trulyulation, in that there is no previous adaptation to this
novel conditions. The reduction is stronger in largeenvironment. Under this assumption, large amounts of
populations, which have the larger release of variationhidden variation are contributed by conditionally neu-
at conditionally neutral loci, but also a longer memorytral loci that are expressed “for the first time” after the
of past environmental conditions (longer relaxationchange. Examples for this scenario are the exploration
times). The same results hold if genetic instead of envi-of a novel niche by the population or an unusual experi-
ronmental changes are considered, e.g., if the allelesmental treatment such as ether shock in early develop-
that define the new genetic background are alreadyment.
present at low frequency in the original wild population.An equally important scenario, however, is the case

where the environment changes to conditions that are
not altogether new, but previously have been rare. In

DISCUSSIONthis case, there will be some memory in the system of
previous encounters. This means that relaxation to mu- In this article a general model for gene-gene interac-
tation-selection balance under the old conditions is not tion (epistasis) and genotype-environment interaction
yet complete at the time of the change. In particular, (G � E) is presented and applied to a quantitative char-
conditionally neutral loci are not yet in equilibrium of acter in the balance of mutation and stabilizing selec-
mutation and drift, since variation at these loci is still tion. It is shown that the accumulation of hidden genetic
reduced due to selection in previous generations. In variation is a generic property of these systems. This
the appendix we have calculated the expected contribu- variation can be released if the genetic background or
tion of conditionally neutral loci to the hidden variation the environment changes, leading to an increase of the
in the SHG approximation. For a rare environment that genetic variance directly after the change. The result
occurs at a frequency f, we find that such loci can be does not require that the population has evolved genetic
treated, to a good approximation, as if in mutation- robustness (i.e., canalization) prior to the environmen-
selection balance under effective selection of strength tal change. Furthermore it is shown that this effect can
fs. Relative to the case of a novel environment (fre- be quantitatively important under plausible assump-
quency f � 0), the variation that is released at the locus tions about the extent of epistasis and G � E.
is reduced by a factor As an intuitive picture for this effect, imagine that

stabilizing selection tries to keep the house clean. Muta-
rf �

�G[f]
�G[f � 0]

�
1

se f�
√s 2

e f 2 � 2(1 � �)se f � 1 � se f � 1�,
tions, which are almost always deleterious for a well-
adapted trait, correspond to the dirt. Not all dirt is(17)
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equally visible, however: Some part is under the rug to take a closer look at how the interactions, and in
particular conditionally neutral alleles, enter the genetic(loci that are weakly expressed or neutral under the old

conditions). Since it is less visible to selection, it will architecture of the trait. In the canalization scenario,
conditional neutrality occurs predominantly in the wildaccumulate. The size of the rug corresponds to the

degree of canalization: With a large rug, new dirt at type and under the prevailing ecological conditions. In
the variable-interaction scenario, it is a generic phenom-many places (new mutations at many loci) does not

matter much. Now imagine that the room is rearranged enon of gene networks that occurs independently of
environmental conditions or of whether the genetic(change of the environment or the genetic back-

ground). Clearly, some of the dirt will be exposed (ge- background is wild type or mutant. Below we first discuss
the empirical evidence for conditional neutrality as suchnetic variation increased) if the size of the rug decreases

(decanalization). But even without any change in size and then point out some evidence for the variable-inter-
action scenario, i.e., hidden variation without canaliza-some of the previously hidden dirt will become visible

if the rug is simply moved to a different location (loci tion. Finally, we discuss the implications of our result for
the detection of genetic canalization and the potentialwith a large effect turn into loci with small effect and

vice versa with equal probability). This moving-rug effect evolutionary importance of hidden genetic variation.
Empirical evidence: Interaction effects have been ex-follows from two elementary principles: differential sta-

bilizing selection that eliminates mutations at loci with tensively documented and reviewed (Whitlock et al.
1995; Cheverud 2000; Templeton 2000; Mackaya large effect more efficiently than at loci with a small

effect (cleans the floor, but not under the rug) and 2001). The amount and strength of interaction effects
detectable has increased due to the application of mo-epistasis or G � E interactions that reshuffle the locus

effects (move the rug). Note that we do not predict lecular mapping techniques (Cheverud 2000; Mackay
2001) and there is no question that both G � E as wellan increase of the environmental variance under this

scenario. The reason for this difference between VG and as epistasis are strong and ubiquitous.
There is also evidence for conditional neutrality, dueVE is that environmental “dirt” is not inherited and there-

fore cannot accumulate in a population. to both epistasis and G � E. For example, in an analysis
of the genetic differences between maize and its wildThere are thus two scenarios for the build-up and

release of hidden variation. In the canalization scenario ancestor teosinte, Lauter and Doebley (2002) de-
tected ample conditionally neutral genetic variation in(the “shrinking rug”), the population prior to the

change is mutationally robust and the average effect of teosinte. Alleles that exist in wild teosinte populations
show effects in the hybrid background on traits that area new mutation increases upon the change. This leads

to a one-sided spread of lines in a reaction-norm picture phenotypically invariant in teosinte. Another striking
example for conditional neutrality due to epistasis isof interactions. In the variable interaction scenario (the

“moving rug”), neither state before or after the change provided by Polacysk et al. (1998). Although eye devel-
opment in Drosophila is a highly stereotypic process,is particularly robust, but there is extensive line crossing

of mutational effects (cf. Figure 1). The amount of hid- extensive genetic variation was revealed by introgression
of mutant alleles of the epidermal growth factor recep-den variation released depends on a number of factors,

which are the same in both scenarios. The most impor- tor (Egfr). The phenotypes caused by the natural varia-
tion were in many cases more extreme than knockouttant ones are population size and the magnitude and

kind of the interaction effects. Larger population size phenotypes. Concerning the molecular nature of hid-
den variation, Dworkin et al. (2003) have shown thatand larger interaction effects lead to more hidden ge-

netic variation. For the latter, conditionally neutral alleles part of the genetic variation revealed by a mutation at
the Egfr gene is due to alleles of the Egfr locus itself.are particularly important, i.e., alleles that have no effect

under the original conditions but are expressed in the This shows that conditionally neutral genetic variation
is a fraction of the alleles at a gene locus and not thenew context. If these alleles have been not been under

selection for a sufficiently long time, genetic variation property of a gene locus per se. A gene that is maintained
by stabilizing selection can nevertheless harbor condi-can accumulate under the protection of neutrality. In

contrast, the accumulation of hidden variation at these tionally neutral genetic variation.
In the case of G � E, a consensus that a considerablealleles is significantly reduced if there is a history of

previous encounters with the new environment or ge- part takes the form of conditional neutrality seems to
be emerging, which already found application in theo-netic background prior to the change. Considering

these factors, we find large amounts of released variation ries of ecological specialization (Fry 1996; Kawecki et
al. 1997). Evidence comes from several directions. Whenunder plausible conditions. For a large population

(Ne � 106), and no previous encounter with the novel testing mutation-accumulation lines of Drosophila for
fitness in different environments, Kondrashov andenvironment or background, an increase of VG by more

than a factor of 100 is possible if just 1% of the varia- Houle (1994) showed that a harsh environment reveals
previously undetected differences between the lines.tional basis of the trait is expressed only under the new

conditions. The authors estimated that a large fraction of mutations
are conditionally neutral in benign lab environmentsTo distinguish between the two scenarios, we need
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but can have strong effect under less favorable condi- Among the best-documented cases of conditional
neutrality is sex dependence of allelic effects. For exam-tions. In a study by Leips and Mackay (2000) on life

span QTL effects of larval density, many QTL genotypes ple, Dilda and Mackay (2002) found that 57% of the
QTL for bristle number are conditional on sex. Sexare neutral in low density but have detectable effects in

high larval density. Similarly Vieira et al. (2000) found specificity was also noted in the study of eye develop-
ment by Polacysk et al. (1998), discussed above. Thethat life span QTL tested in various stress and tempera-

ture regimes show a high degree of conditional neutral- authors remark that, since visual function is presumably
equally necessary in both sexes, sex dependence wouldity: Of the 17 QTL detected all were environment spe-

cific, i.e., were detectable only in a specific treatment. be unexpected if conditional neutrality was due to cana-
lization, i.e., evolved robustness.Similarly QTL for bristle number characters also exhibit

strong environmental conditional neutrality (Dilda Evidence for the variable interaction scenario and
conditionally neutral alleles in a mutant backgroundand Mackay 2002). Seventy-eight and 95% of the QTL

affecting sternopleural and abdominal bristle number, also comes from some of the traits that are usually seen
as classic examples for canalization. In an attempt torespectively, are detected only in one temperature re-

gime. These numbers are probably gross overestimates demonstrate canalization of the trait scutellar bristle
number in D. melanogaster, Rendel (1959) and Fraserdue to the detection thresholds of QTL measurements.

However, our results show that as little as 1% of the and Green (1964) used wild-type lines that were se-
lected for higher bristle numbers and substituted thegenetic basis of a trait exhibiting conditional neutrality

may contribute a 100-fold increase of the genetic vari- wild-type allele with the scute mutation. They find a large
increase in the genetic variance, which is taken as evi-ance if the genetic variation stored in these parts is

released. dence for canalization. Comparing bristle numbers of
wild-type flies and those of their Scute sibs, however,To distinguish the variable interaction scenario from

genetic canalization, we need to know whether condi- Rendel finds only a small correlation, while Fraser and
Green report no correlation at all. They conclude thattional neutrality is particular to wild populations under

prevailing ecological conditions or rather is a generic there are two different sets of genes changing bristle
number: one in the wild type, one in scute. Even morephenomenon. The characteristic difference of these two

scenarios is the absence or presence of alleles that are specifically, Fraser (1970) identifies a gene, x-vert,
which increases bristle number in the wild-type back-neutral in the mutant background or new environment,

but under selection under the old conditions. Since ground but had no effect in the presence of the scute
mutation. These findings are corroborated by results ofalleles of this type are usually kept at low frequency in

a population, they are more difficult to detect than con- Sheldon and Milton (1972), who again find that genes
that cause an increase in bristle number in wild-typeditionally neutral alleles that are neutral under preva-

lent conditions. This results in a detection bias in favor flies have a much decreased effect in the presence of
scute.of the latter in experimental settings that use genetic

variation shaped and sorted by natural selection, such Similar findings are reported for vibrissa number in
mice, another putatively canalized trait. Already Kin-as QTL measurements. Nevertheless, some evidence

points to variable interactions and a generic role of dred (1967) noted that modifiers of the wild type are
often not active in the presence of the tabby mutation.conditional neutrality.

One way to avoid the detection bias is to use genetic In a selection experiment for higher vibrissa number
in a strain of Tabby mice, almost no selection responsevariation that is not sorted by selection. Fry et al. (1996)

compared mutation-accumulation lines of D. melanogas- was found after 34 generations. Selection for increased
number of vibrissae in the wild-type sibs, however,ter in five laboratory environments. They find strong line

crossing with cross-environmental correlations ranging showed an immediate response, without affecting the
Tabby sibs that still segregated in the line. While datafrom 0.5 to 0.93 with a mean of 0.75. The authors assume

that part of the line crossing is due to conditionally are still too scarce to assess how general conditional
neutrality is in mutant genotypes, the published litera-neutral alleles, although it is not possible to determine

to what extent this is the case in this study. Similarly, ture suggests a generic role of conditional neutrality
rather than the idea that conditional neutrality is limitedGibson and van Helden (1997) measured haltere size

in isogenic lines of D. melanogaster with and without a to canalized states of the phenotype.
Implications for the study of genetic canalization/mutant allele of the homeotic gene Ultrabithorax (Ubx).

Although there is reason a priori to expect that Ubx robustness: The classical experimental paradigm for the
study of genetic canalization consists in introducing afunction in haltere development may be canalized, the

authors find no significant increase in variance between major mutation and then analyzing the genetic variation
revealed in this new genetic background. Four modellines in the presence of the mutation. Instead, extensive

line crossing is found, with a very low correlation be- systems were studied most intensely: vibrissa number in
mice (Dun and Fraser 1958, 1959) and scutellar bristlestween effects in the wild-type and Ubx backgrounds, as

predicted in the variable-interaction scenario. (Rendel 1959), ocelli and head bristles (Sondhi 1960,
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1961), and wing vein interruption (Scharloo 1962, They found a negative correlation among trait variability
and the selection intensity on the traits and considered1964), all in Drosophila. Release of hidden genetic varia-

tion was taken as prima facie evidence for the canalization this as evidence for canalization. However, this conclu-
sion was challenged by Houle (1998), who argued thatof the wild type (for a review see Scharloo 1991).

Hidden genetic variation is valid evidence for wild- the measurements are best explained by differences in
the mutational target sizes of the traits. His argumentstype canalization if all the genetic variation contributing

to the focal character affects one and the same underly- show that a mutational variance VM of a given trait that
is small relative to the VM of other traits (instead ofing physiological variable. This is assumed in the stan-

dard model for the quantitative analysis of these experi- relative to the VM of the same trait in mutant back-
grounds or across environments) does not provide suf-ments by Dun and Fraser (1959) and Rendel (1959,

1967) that also found its way into textbooks (Lynch ficient evidence for evolved genetic robustness (canali-
zation).and Walsh 1998). Epistasis is included into this model

as a change in the slope of the map that translates the An alternative approach that avoids these problems
was used by Gibson and van Helden (1997) with Dro-underlying variable into the trait value. It thus affects

all locus contributions in the same way (as the parameter sophila haltere as phenotype. Gibson and van Helden
introduced a mutant Ubx allele into an array of inbred� in our model, Equation 7) and predicts a large positive

correlation of allele effects in both backgrounds. It does lines derived from different populations. The idea here
is that genetic variation across populations is not shapednot allow for variable interaction effects, where some

locus effects may increase and some decrease upon the by natural selection toward a common optimum. As re-
viewed above, these authors did not find evidence forchange of the genetic background. This is the main

difference from our model, which (in the language of canalization, but instead found evidence for line crossing
and variable epistatic effects between wild-type and mutantDun, Fraser, and Rendel) assumes that genes affect

more than one underlying variable, maybe as many as backgrounds. An even more direct approach can be taken
in Escherichia coli. Elena and Lenski (2001) geneticallyor more than genes contributing to the character (mod-

eled by the parameters �i in Equation 7). Under these engineered the same mutations in two different genetic
backgrounds, one adapted to the lab environment andconditions, however, as our results show, the release of

cryptic genetic variation does not allow one to infer one not. They tested a limited number of these muta-
tions and did not find evidence for canalization; i.e., thegenetic canalization of the wild type.

The assumption of a single underlying character was adapted genotypes were not more robust with respect to
mutations than the nonadapted genes. In yet anothersoon challenged. In the case of scutellar bristle number,

Robertson (1965) showed that scutellar bristle number study using the same approach, Remold and Lenski
(2001) tested the same set of mutations in two differentis not a causally homogeneous character, but that ante-

rior and posterior bristles are regulated differently. As environments, one to which the genotype was adapted
(Glucose) and one that was new for the strain (Maltose).briefly reviewed above, evidence for variable interac-

tions (increases and decreases of allele effects) was sub- They found that the mutation effects in the new environ-
ment were much larger than those in the adapted envi-sequently found for scutellar bristles and wing vein inter-

ruptions in Drosophila and vibrissa number in mice ronment, suggesting a higher degree of robustness in
the adapted environment. Unfortunately, their result is(see above and Scharloo 1991). Sheldon and Milton

(1972) explicitly state that “assumptions in the model confounded by the use of an inappropriate fitness scale
(taking ratios of Malthusian parameters).about the similarity of effects in scute and wild-type flies

were not met in the present material.” These results, Hence, while the release of hidden variation due to
the introduction of a mutation is a general observation,however, were seen only as a challenge to the model

of Dunn, Fraser, and Rendel. They were not seen as the evidence for canalization is ambiguous. Recent theo-
retical models predict the evolution of genetic canaliza-challenging the basic conclusion drawn from that

model, namely that hidden variation demonstrates cana- tion on the level of a trait only for high mutation rates
and under restrictive conditions on the genetic architec-lization of the wild type (see Scharloo 1991, as repre-

senting this classical era of canalization research). ture (Wagner et al. 1997; Hermisson et al. 2003). The
empirical evidence accumulated to date shows variableOur results show that detecting differences in the

degree of genetic canalization between two genotypes genetic interactions with conditionally neutral alleles in
wild-type and mutant backgrounds and across environ-will require genetic variation that was not sorted and

shaped by natural selection. One can estimate the muta- ments. We thus think that generic interaction effects
are the most plausible explanation for the release oftional variance by mutation-accumulation experiments.

To our knowledge, this approach has not been used hidden genetic variation under changes of the environ-
ment or the genetic background.on two different genotypic backgrounds because these

experiments are very labor intensive. Stearns and Implications for the evolutionary role of hidden varia-
tion: Major changes in the ecological conditions or inKawecki (1994) used P-element insertions to test the

sensitivity of various life-history characters to mutations. the genetic background (through gene flow or rapid
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fixation of new alleles) provide new challenges for a cific molecular mechanisms are needed for the exis-
tence and putative evolutionary role of hidden variation.population, to which it is, initially, not optimally

adapted. It is intriguing to think that the expressed The phenomenon is most likely entirely generic and
due to a large set of mechanistically heterogeneousgenetic variation may be increased in just these situa-

tions. Several recent studies have therefore suggested proximate causes. These findings corroborate argu-
ments by Phillips et al. (2000) in favor of a potentiallyan important evolutionary role of hidden variation

(Rutherford and Lindquist 1998; Hansen et al. 2000; important role of variable epistatic effects, even if the
average epistatic effect is small or zero. Our results fur-see also de Visser et al. 2003 for review). Two questions

need to be answered in addressing this issue: What are ther predict that hidden variation should be most preva-
lent in large populations.the circumstances and mechanisms that allow for the

build-up and release of hidden variation? And whether Whether there is any important evolutionary role of
hidden variation remains an open question. The mainor how does any newly released variation provide a bene-

fit for the further course of evolution, e.g., by facilitating unresolved issue is the benefit of this type of variation
for the adaptive process. Our results show that thesethe crossing of fitness valleys? This article is concerned

only with the first question. questions can and should be addressed separately from
problems concerning the evolution of canalizationSince mutational buffering of the wild type obviously

leads to the accumulation of genetic variation in a popu- mechanisms.
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APPENDIX

The stochastic house-of-Gauss approximation: We derive and briefly discuss the approximation for the single-
locus genetic variance in mutation-selection-drift balance that is used above.

Consider a single haploid locus with a continuum of alleles y � �. We assume weak stabilizing selection toward
an optimum at y � 0; i.e., W � W0 � sy 2. Mutations add random increments d to y, with a distribution of d that is
symmetric around zero and has variance v.

For an infinite population, the change of the genetic variance V under the combined action of mutation and
selection reads

�V � �s(2V 2 � C 4) � 2syC 3 � uv (A1)

(e.g., Bürger 2000), where C 3 and C 4 denote the third and forth cumulant of the distribution of y. In equilibrium,
C 3 vanishes due to symmetry. For the fourth-order cumulant, two approximations are widely used. In the Gaussian
allelic approximation (Lande 1976), which holds for sufficiently large mutation rates or small mutational effects
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(v 	 u/s), C4 is neglected relative to 2V 2. In the house-of-cards (HC) approximation (Turelli 1984) on the other
hand, the fourth-order cumulant is replaced by its asymptotic estimate for u → 0, where C4 relates to the variance
as C4 � Vv (Bürger 2000). Since v � V under the assumptions of the HC approximation, the term 2V 2 in Equation
A1 is neglected in this approximation.

To obtain an analytic approximation for the whole parameter range we replace C4 by Vv as in the HC case, but
retain the term 2V 2 in Equation A1. Solving for V at equilibrium, we obtain

V �
1
4
v √1 � 8u/(sv) � 1�. (A2)

This expression for the equilibrium variance was previously derived by Waxman (2003) as the exact solution of the
mutation-selection balance model with a special distribution of mutational effects d. This distribution is given by
f(d) � d/v sinh[�d/√2v]. It is symmetric with variance v and kurtosis 1 and does not deviate much from a Gaussian
distribution in its appearance. One readily checks from the expressions in Waxman (2003) that C4 � vV (and in
general C 2n�2 � c 2nV with c k the kth cumulant of f) exactly in this case. As an approximate solution for a general
mutation distribution, Equation A2 may be called the house-of-Gauss (HG) approximation since it reduces to the
house-of-cards and Gaussian approximations in the limits u → 0 and v → 0, respectively. Expanding to second order
for small v, Equation A2 also reproduces Fleming’s second-order approximation (cf. Bürger 2000) for mutation
distributions with a kurtosis of 1 (as to be expected from an exact solution).

We include drift into the model in the same way as is usually done in the Gaussian or HC approximations (Bürger
2000) by assuming a constant effective population size Ne and an average reduction of the genetic variance due to
drift of V/Ne per generation, i.e.,

�V � svV � 2sV 2 � uv �
V
Ne

. (A3)

Solving for V we arrive at the expression in Equation 14. Alternatively, we can write V as a function of the effective
selection strength se � Nesv and � � 4Neu as

V(se , �)
v

�
1

4se

√s 2
e � 2(1 � �)se � 1 � se � 1�. (A4)

In analogy to the above, we call this the SHG approximation. The SHG approximation fully interpolates between
the stochastic versions of the Gaussian and the HC approximation and reduces to the HG approximation in the
deterministic limit.

Next, we analyze the case of a conditionally neutral locus that is under selection under rare environmental
conditions, but not under the prevalent conditions. We want to calculate the variation that is released if the envi-
ronment changes to these rare conditions. Consider an environmental cycle of length k, with a change to the rare
selective environment k generations after the previous occurrence. The change of the genetic variance in the ith
generation, V(i), is given by

�V(i) � s(i)vV(i) � 2s(i)V 2(i) � uv �
V(i)
Ne

, (A5)

with s0 � sk � s in generations 0 and k, and si � 0, 0 
 i 
 k. Summing up the mutation and drift terms from
generation 0 to k � 1, we obtain the following recursion for V over the environmental cycle:

V(k) � V(0)(1 � sv � 2V(0)s � N�1
e )(1 � N�1

e ) k�1 � Neuv(1 � (1 � N�1
e ) k). (A6)

V(k) is the genetic variance that is expressed after the change to the rare environment in generation k. To obtain
the average variance that is expressed in a rare environment that occurs with a frequency f � �k�, we need to average
this expression over many environmental cycles (we denote this average as �·�). For simplicity, we assume that there
is no autocorrelation in the lengths k of these cycles and therefore no correlation among k and V (a strictly periodic
environment is a simple case that fits into this scheme). In this case,

�V � � 
	1 � (1 � sv � N�1
e ) �(1 � N�1

e )k�1�
4s �(1 � N�1

e )k�1� �
2

�
Neuv(1 � �(1 � N�1

e )k�)
2s �(1 � N�1

e )k�1�
� Var[V]

�
1 � (1 � sv � N�1

e ) �(1 � N�1
e )k�1�

4s �(1 � N�1
e )k�1�

. (A7)
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For k � 1, this expression reduces to the usual SHG approximation (14). For the general case, we assume that the
variance and higher-order cumulants in k can be ignored. Note that this is always the case for small k 	 Ne , or more
generally if Var[k] 	 N 2

e. In this case, also the variance in the released variance is Var[V] 	 �V �2 and can be neglected.
We then find that Equation A7 approximately reduces to the standard SHG expression (14), with the selection
strength s replaced by its average over the generations, s/�k� � sf. It is easily seen that this approximation is exact
for both very small and very large f. For intermediate frequencies, numerical results (not shown) demonstrate its
accuracy almost to the precision of drawing in plots over biologically relevant parameter regions.

Further derivations: The larger derivations that were left out in the main text are presented in this section. For
a derivation of Equation 6, express �G as

�G �
V (n)

G � V (o)
G

V (o)
G

� 2m �uvn

uvo

V(u, vo)�/V (o)
G � 1 (A8)

� 2m	�uvn � �V(u, vo)
uvo

� � Cov�uvn ,
V(u, vo)

uvo
��/V (o)

G � 1. (A9)

Using

2m�V(u, vo)
uvo

� � �uvo ��1 	V (o)
G � 2m Cov�uvo ,

V(u, vo)
uvo

�� , (A10)

this may be written as

�G �
�uvn � � �uvo �

�uvo �
�

2m �uvn �
V (o)

G

Cov� uvo

�uvo�
�

uvn

�uvn �
,

V(u, vo)
uvo

� , (A11)

which gives Equation 6. An alternative way to write this expression is

�G � �M �
V (n)

M

V (o)
G

	Var�V(u, vo)
uvo

��
1/2

� 	CV[uvo]Corr�uvo ,
V(u, vo)

uvo
� � CV[uvn]Corr�uvn ,

V(u, vo)
uvo

�� , (A12)

where CV is the coefficient of variation. Release of hidden variation is obtained if the population under the old
conditions is more robust, V (o)

M 
 V (n)
M , if the genetic basis of the trait is more inhomogeneous, CV[uvo] � CV[uvn],

or if uvo is more strongly anticorrelated with V(u, vo)/vo than is uvn. In the above model, this is analyzed for
independent mutation rates and locus variances. If there is a tendency for populations to evolve a negative correlation
among mutation rates and locus variances (as predicted by Hermisson et al. 2003), this decreases �uvo � relative to
�u��vo � and leads to a further increase of �G.

We now derive an exact result for the hidden variation coefficient �G in the limit of many loci. The probability
density for the locus variances is best expressed in terms of the effective selection strength se � Nesvo and is given by

�p(se) � p�(se) �
1 � p

s�
e

I0,s�e (se). (A13)

� is the delta function and Ia,b(x) an index function, which is 1 for a � x � b and 0 else. This density consists of
two parts. A proportion p 
 1 of all loci is unexpressed under the old conditions and therefore not under selection.
A proportion 1 � p of loci is expressed, with selection on these following a uniform distribution up to a maximum
s�

e � 2�se � � 2Nes�vo �, where the averages are taken with respect to the expressed loci only.
The probability density for se after the genetic or environmental change can be constructed according to Equation

7 with an arbitrary distribution of epistasis parameters �i and � � 1 without any change of the result. For concreteness,
assume that se remains constant with probability (1 � �) and changes to an uncorrelated value taken from the same
distribution with probability �. In this case, the proportion of conditional neutral loci that are under selection only
after the change, but not before, of the entire variational basis of the trait (loci that are expressed before or after
the change) is �p/(1 � �p). Integrating the genetic variance of a single locus, (A4), with (A13), we obtain

V (o)
G (s�

e , �)
2m�vo�

�
1 � p
4(s�

e )2	(s�
e � 1 � �)√(s�

e � 1)2 � 2�s�
e � (s�

e � 1)2

� � � �(� � 2)ln�√(s�
e � 1)2 � 2�s�

e � s�
e � 1 � �

� � 2 �� . (A14)

Similarly, the genetic variance under the new conditions follows from the integral of V(se , �)�se�/se , with the same
density for all loci that change their variance as
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V (n)
G (s�

e , �)
2m�vo�

� (1 � �)
V (o)

G (s�
e , �)

2m�vo�
� �p(1 � p)

�

4

�
�(1 � p)2

4s�
e 	√(s�

e � 1)2 � 2�s�
e � s�

e � 1 � (1 � �)ln�√(s�
e � 1)2 � 2�s�

e � s�
e � 1 � �

� � 2 �
� ln�1 � (1 � �)s�

e � √(s�
e � 1)2 � 2�s�

e

�(1 � �/2)(s�
e )2 � �. (A15)

By combining these expressions, we obtain the hidden variation coefficient �G. For small p this may be approximated
by

�G � ��0 �
p��/4

2V (o)
G /2m�vo�

, (A16)

where ��0 is the hidden variation coefficient in the absence of conditional neutral loci (p � 0). For �se� � �, the
first term, �0, dominates in the drift regime, �se� 	 1. In the selection regime, �se� � 1, we can further approximate
V (o)

G /2m�vo� � �/4�se� (HC approximation), which results in Equation 16. Numerical evaluation of the exact expres-
sion shows that this approximation is reasonable for the entire parameter range of biological interest.


